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Introduction

A database monitor is a computer program that measures the activity of a database management system and

displays those measurements in a meaningful way so you can see everything's OK... or quickly learn about

problems and threats to performance and availability.

Foxhound 4 is a third-party database monitor for SAP® SQL Anywhere®. Here's how it works:

e Every 10 seconds Foxhound retrieves performance statistics from your database.

e Foxhound then
o stores these statistics in its own SQL Anywhere 16 database,
o performs summarization and other value-added calculations, and
o displays the results via HTML using SQL Anywhere's built-in HTTP server.

Figure 1 shows the Foxhound Monitor page for a lightly-loaded SQL Anywhere server with 135 connections, one

of which is blocked by an uncommitted operation made by a long-running transaction on another connection.

Figure 1. The Foxhound Monitor Page Showing An Idle Server With One Blocked Connection
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" Display Paused | Stop Sampling | | Start Sampling Monitor Refresh Display (37) | | Disable Refresh [ Enable Refresh ] [ Reset Peaks ] |

7 Sampling OK DBSpace Size Used Frags Avail File

? Machine: XPS ? Started At: 8:10:20 AM ? DB 43M 94.2% 1 458G C:\projects\foxhound_benchmark_inventory_db\inventory17.db ? SPs: YYY 7 Softwal
? Server: inventoryl7_xps ? Running Time: 7m 21s ? Log 1.4G 100.0% 4 458G C:\projects\foxhound_benchmark_inventory_db\inventory17.log ? Purge: After 7 days ? DB Fi

? Database: inventory17 ? Cache: 50M, 0% of 14G ? Temp 5.3M 80.0% 11 458G C:\Users\Breck\AppData\Local\Temp\sqla0000.tmp ? Favorable? YYY
2 ? P ? Throughp 7 Parent, ? Executing, 7 Active Req, 7 Locks Held, ? Temp Space, ? Cache Panics, 7 Checkpoints, ? Disk/Cache: ? Inco
Most Recent Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory, Checkpoint Urgency, Internal Index, Reg|
Sample Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time 7 CPU  Uncommitted Satisfaction Recovery Urgency  Leaf, Table Wri
8:17:41 AM 10.1s 1ms/214ms /- 21/s/.1/s/15k/s 135/- 2/133/1 2/8/- 1 /B0 10s 1% of8 2.6M/4k/1 -/-/100.00% -/ 12% / 1% -f-]- -
7 [7,4500] ? P ? Throughp ? parent, ? Executing, ? Active Req, 7 Locks Held, ? Temp Space, ? Cache Panics, ? Checkpoints, ? Disk/Cache: ? Inco
Recent Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory, Checkpoint Urgency, Internal Index, Rez|
Samples Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time 7 CPU  Uncommitted Satisfaction Recovery Urgency Leaf, Table Wri
8:17:41 AM 10.1s 1ms/214ms/- 21/s/.1/s/ 15k/s 135/- 2/133/1 2/8/- 1/] 10s  .1%of8 2.6M/4k/1 -/ -/ 100.00% -/ 12% /1% -/ -
8:17:31 AM  10.1s 5ms/ 186ms / - 21/s/ .1/s [ 15k/s 135/ - 2/133/1 2/8/- 1/ 10.1s  .1% of8 2.6M/4k/1 - /-/100.00% -/ 11% / 1% o -
10s 2ms / 184ms / - 21/s/ .1/s / 15k/s 135/ - 2/133/1 2/8/- 1/ 10s 1% of 8 2.6M/4k/1 - /-/100.00% -/11% / 1% ST =
9.9s 2ms / 214ms / - 22/s/ .1/s / 15k/s 135/ - L o v N 2/8/- 1/] 9.9s 1% of 8 2.6M/4k/1 - /-/100.00% -/ 11% / 1% o -
10.1s  Oms / 227ms / - 21/s [/ .1/s / 15kfs 135/ - 2/133/1 2/8/- 1/ 10.1s .1%of8 2.6M/4k/1 - /-/100.00% -/ 11% / 1% S AST A =
9.9s ims / 210ms / - 22/s / .1/s / 15k/s 135/ - 2/133/1 2/8/- 1 9.9s 1% of 8 2.6M/4k/1 - /-/100.00% -/ 10% / 1% B0 =%
10.1s 1ms / 200ms /- 21/s/ .1/s / 15k/s 135/ - 2/133/1 2 H8 = 1/ 10s 1% of8 2.6M/4k/1 - /-/100.00% -/ 10% / 1% S LS s =3
10s ims / 191ms / - 21/s / .1/s / 15k/s 135/ - 2/133/1 2/8/- 1/ 10s 1% of 8 2.6M/4k/1 - /-/100.00% -/ 10% / 1% s - )
8:16:21 AM 10s 2ms / 194ms / - 21/s/ .1/s [/ 15k/s 135/ - 2/133/1 2/8/- 1 10.1s .1%of8 2.6M/4k/1 - /-/100.00% -/9% /1% S -
8:16: 10s ims / 203ms / - 21/s/ .1/s/ 15k/s 135/ - 2/133/1 2/8/- 1/ 10s 1% of 8 2.6M/4k/1 - /-/100.00% -/ 9%/ 1% g - |

Connections 1 to 10 of 136 at 8:17:41 AM...  See History for more...

? Click on a title below to sort it, or click here to sort on AutoDropped, ¢Blocked By, Block Reason, Locked Row Query, Last Stateme|

2

Hide Details ? Throughput... ? Locks Held, ? Temp Space, ? Low Memory, ? Time Since
? Time Req, Conns Blocked, ? Waiting Time, ? CPU, Rollback Log, Cache Last
? Conn #, User, OS User, IP, Name Connected Commits, Bytes Transaction Time Busy, Wait, Idle Child Conns  Uncommitted Satisfaction Request 7 Current Req Staty
5 / g.mikhailov / Breck / - / app 5m 2.8s ~f = f -/-/4m57s  4m 565/ 0% / 97% / 3% == 28k /- / - -/ 100% 4m 57s
il "Blocked By:}} 4 / h.barbosa / Breck / - / app
il Block Reason:fl Row Transaction Intent, Row Transaction WriteNoPK lock on dba.inventon
7 Locked Row Query: SELECT * FROM dba.inventory WHERE ROWID ( inventory ) = 39452672;

? Last Statement: update "inventory" set "item_count” = "item_count"+102 where "item_id" = 1

7 Last Plan Text: ( Update [B] ( IndexScan inventory inventory ) )
1/ dba / Breck / - / inventory17-1 7m 9.4s =of == sifmifn -/ 0% / 0% / 100% == 344k / - [ - - / 100% 7m 9.3s Idle

? Last Statement: select "count"(distinct("creator” || '.' || "table_name")) from "sa_locks"("connection_property"(...

7 Last Plan Text: ( Plan ( SingleRowGroupBy ( Sort ( Filter [ expri4 <> 'EXCLUDEOBIECT' : 95% Gu...
2 / dba / Breck / - / Foxhound-Monitor-7780 5m 20s 21/s / .099/s / 15k/s -/-/212ms 93ms / 1% / 0% / 99% 1% / - 608k / 4k / - -/ 100% 213ms Executing

? Last Statement: call "rroad_connection_properties”()

7 Last Plan Text: cp [B] ( RowConstructor ) )
3/ dba / Breck / - / RRLoadTest 5m 3.7s cafledf S mefemslin 586ms / 0% / 0% / 100% 24 20k /- /- -/ 100% 4m 56s Idle

? Last Statement: set temporary option "auto_commit" ='OFF'

7 Last Plan Text: ( Plan [B] ( SingleRowGroupBy ( TableScan thread_status ) ) )
4/ h.barbosa / Breck / - / app 5m 3s e 4m 57s  89ms / 0% / 0% / 100% == 20k/-/1 - / 100% 4m 57s Idle

? Last Statement: update "inventory" set "item_count” = "item_count"+101 where "item_id" = 1

7 Last Plan Text: ( Update [B] ( IndexScan inventory inventory ) ) -

m »

New in Foxhound 4: WhLlit=RelsBeIEYdN and grey highlighting is now used instead of colors.



http://www.risingroad.com/foxhound-4-0/foxhound4_help/foxhound_monitor.html

Foxhound Versus The Alternatives

Table 1 compares Foxhound Version 4 with several alternative products:

o the SQL Anywhere Monitor that is available with certain SQL Anywhere 17 editions,

e the Sybase Central Performance Monitor that comes with SQL Anywhere 16,

o the SQL Anywhere Cockpit that comes with SQL Anywhere 17,

e the DBConsole utility that also comes with SQL Anywhere 16 and

o the Windows Performance Monitor (PERFMON) that is supported by SQL Anywhere 17.

Table 1. Comparing Foxhound 4 With Alternative Products

tral Wi
s | SQL Anywhere Sybase Centra SQL Anywhere DBConsole indows
Product: Monitor 17 Performance Cockpit 17 Utility 16 2 Performance Foxhound 4
Monitor 16 * P y Monitor
Health, Health,
Health and I . A
. L Performance availability and Connection Performance availability and
Primary Purpose availability . . .
. monitor performance monitor monitor performance
monitor . .
monitor monitor
Setup Required A lot Everything Some Some Everything Very little
faul
Collection 30 sec default, . 4 sec default, 1 sec default, .
10 sec 1 sec fixed Frequent . . 10 sec fixed
Interval . 1 sec minimum | 1sec minimum
minimum
Presentation Graphs, Text Graphs Graphs, Text Text Graphs Text
. Native Native
Implementation Adobe Flash Java HTML5 Windows Windows HTML
Historical Data Limited No No No No Yes
Conngctlon No No No No No Yes
History
Adhoc Reporting No No No No No Yes
sa Anyw.he.re Some, Variable All, Variable All, Fixed All, Variable All, Variable Some, Fixed
Statistics
Peak Highlighting No No No No No Yes
VaIue-Ad'ded No No No No No Yes
Calculations
Alerts | 2 Point-in-time No Some point-in- No No 34 conditions
events time events
Alert "All Clear" No No No No No Yes
Alert Emails Yes No No No No Yes
Ping N
g 'ew No No No No No Yes
Connections
Drop Connection Manual No Manual Manual No AutoDrop
Docs Minimal Minimal Minimal Minimal Minimal Extensive
55,6,7,8,9,
Target Databases | ) 15 1c 45 11,12, 16 173 11,12, 16 10,11,12,16, | & 78210 1L,
Supported 17 12, 16,17
Target Hosts
Local, Network | Local, Network Local, Network Local, Network Local Local, Network
Supported
MobiLink and
Relay Server Yes No No No No No
Support
What's Good? Pretty Free Pretty Free Free Businesslike
What Else? Modal Hideous Modal Basic Hideous Dense



http://dcx.sap.com/index.html#sqla170/en/html/813988db6ce21014a7f08159ea30c870.html*loio813988db6ce21014a7f08159ea30c870
http://dcx.sybase.com/index.html#sa160/en/dbusage/pfsc.html
http://dcx.sap.com/index.html#sqla170/en/html/b0d8828459cf42e4b19f7b7d244b94e1.html*loiob0d8828459cf42e4b19f7b7d244b94e1
http://dcx.sybase.com/index.html#sa160/en/dbadmin/da-guitools-secta-4195322.html
http://dcx.sap.com/index.html#sqla170/en/html/818ed4c06ce21014aadeebe5b56ea578.html*loio818ed4c06ce21014aadeebe5b56ea578

Primary Purpose: This is how the products are advertised.

Setup Required: Both DBConsole and Foxhound let you "connect and go" to see something useful while the
others require varying degrees of effort to get started.

Collection Interval: 10 seconds is tradeoff between accuracy and efficiency.

Presentation: Nobody's asking for graphs so they remain a low-priority item for Foxhound.

Implementation: How the presentation is implemented explains a lot about how a product looks and feels.
Historical Data: Only Foxhound provides random access to every measurement stored in the database.
Connection History: Only Foxhound lets you view the entire history of a single connection.

Adhoc Reporting: Only Foxhound recognizes that all your data belongs to you and should be accessible.

SQL Anywhere Statistics: Like the collection interval, Foxhound's choice of which statistics to gather is fixed.
Peak Highlighting: This is what Foxhound does instead of graphs.

Value-Added Calculations: Latency, Throughput, CPU % and many other values are derived from raw statistics.
Alerts: Events happen once, conditions go into and out of effect.

Alert "All Clear": It's important to know when an Alert condition is no longer in effect.

Alert Emails: The SQL Anywhere Monitor sends emails for Alerts, Foxhound also sends All Clear emails.

Ping New Connections: Only Foxhound checks that the target database is accepting new connections.

Drop Connection: Only Foxhound can automatically drop runaway connections.

Docs: The Foxhound Help includes dozens of performance tips.

Target Databases Supported: Foxhound support for Version 5.5 databases is fading but not gone.

Target Hosts Supported: The Windows Performance Monitor reports on the computer it's running on.
Mobilink and Relay Server Support: The SQL Anywhere Monitor is the only game in town for this.

What's Good? "If you had to use a single word to describe what you like about this product, what would it be?"

What Else? "Give me another word, this time describing what you don't like about this product."

Footnotes for Table 1:
1. The Sybase Central Performance Monitor is not available in SQL Anywhere 17.
The Dbconsole Utility is not available in SQL Anywhere 17.
The SQL Anywhere Cockpit does support SQL Anywhere 16 databases running on SQL Anywhere 17.
Foxhound 4 does support SQL Anywhere 5.5 databases running on SQL Anywhere 6 and later versions.

vk wN

The new SQL Anywhere Profiler 17 is omitted because it's a completely different kind of product; it's
complementary but not comparable.



Hallmarks of Foxhound

Here's a list of Foxhound characteristics you can take advantage of:

1.

Functionality out of the box Foxhound just requires a connection string or DSN to get started; the next
thing you see is your database in the Foxhound Monitor page; there are no widgets or wizards to deal
with, and no need to pick and choose which statistics to display.

Guidance Foxhound provides on-screen guidance for all the data it displays and all the options it offers.
The column titles, tooltip text, field descriptions, context-sensitive Help and performance tips are all
designed to help you understand what you are looking at and what you can do about it.

Information at a glance Foxhound presents a straightforward interface for professional developers with
no graphs, waveforms or "data visualization" artwork. All the relevant data and value-added calculations
are gathered together on single pages with peak highlighting and hypertext links to scroll through history
and open different views in new browser tabs.

Open access Foxhound provides read-only SQL access to all the historical data pertaining to your
database: it's your data, you own it. The Foxhound Help contains sample queries, and to make your own
queries easier to write important internal primary key values are displayed together with the data on the
Monitor and other pages; e.g., sampling_id, sample_set_number and the new connection_id_string.

Legacy support Foxhound supports target databases running all versions of SQL Anywhere from 6 to 17.
And while it's true that older versions of SQL Anywhere don't provide (and Foxhound doesn't display)
modern performance statistics, statistics that are available do get displayed, not lowest common
denominators.

Figure 2 shows the value-added Throughput numbers at both the database and connection level, together with

the corresponding database-level Help topics.

Figure 2. Foxhound Hallmarks: Information At A Glance With Side-By-Side Guidance
Month TWeek tDay 73 Hours 711 Hour Sample History =
7 r P TEFTT, = Foxhound 4 » 4. The Sample History Page » 4.5 Samples
Peaks since Nov 12 8 AM: 1s./55 /) - 50.986/s / 24.982/s / 6M/s Throughput... Req, Commits, Bytes
[7,13293] * Response... ? Throughput...
Heartbeat, Req, Throughput, also known as bandwidth, is a measure of how much work the
Samples Interval Sample, Ping Commits, Bytes database has performed:
9.6s Oms / 253ms / - 34,994/s / 18,738/s / 4.2M/s Throughput... Req is the rate at which the server has started processing a
10s 40ms / 691ms / - EERCPEIEY/ PREITEY/ N new request or resumed processing an existing request during the

10.3s 7ms / 761ms / -
9.8s Sms / 449ms / -
9.7s Sms / 551ms / -
10.1s 7ms / 774ms / -
10.1s 6ms / 811ms / -
6.4s 12ms / 619ms / - EERUYIEY/ PrAVEIS 5 performance bottleneck is preventing the database from
9.5s 6ms / 897ms / - -/-/- X processing client requests.

»

preceding interval.
47,040/s §§ 23,562/s ]
/ Performance Tip: Large Throughput... Req values may indicate
that heavy client load on the database is a performance
bottleneck. Small values may indicate that some other

Note that "request” is an atomic internal unit of work processed

?  Show Details ? Throughput... ? Lo 5 by the server for a connection, not a client-server communication

? Time 1Req, Conne request from a client application to the SQL Anywhere server.

? Conn #, User, OS User, I[P, Name Connected Commits, Bytes Transa

£ The latter is not displayed by Foxhound; however, it is

101 d.hoffmann /rBreck /- /app 1m 39s 601/s/ 298/[5/ 73k/s = recorded by Foxhound in the

98 / z.petrauskas / Breck / - / app 1m 39s  563/s / 280/s / 68k/s = sample_connection.RequestsReceived column for adhoc

103 / y.herrmann / Breck / - / app 1m 39s 548/s [/ 272/s [ 66k/s - queries of connection-level data.

85 / x.blais / Breck / - / app 1m 41s 545/s [/ 271/s [ 66k/s !

93/ s.martel / Breck / - / app 1m 40s  541/s / 269/s / 65k/s = Throughput... Req is based on the server-level Req property

77 / i.mendoza / Breck / - / im 41s 540/s / 268/s / 65k/s =

90 / w.fleischer / Breck /. 1m 40s 523/s / 260/s / 63k/s - (note that this is different from the connection-level

102 / n.collins / Breck / 1m 39s 511/s / 254/s / 62k/s - Throughput... Req column which is based on the

95 / x.benes / Breck / 1m 39s 510/s / 254/s / 62k/s - connection-level ReqCountActive property)

100 / t.lindberg / Breck / - / app im 39s 507/s / 252/s / 61k/s -

61 / f.lewis / Breck / - / app 1m 43s  506/s / 251/s / 61K/s o Throughput... Commits is the approximate rate at which commit requests

99 / v.kutt / Breck / - / app im 39s  500/s / 248/s / 60K/s & have been executed by all connections in the previous interval.

69 / g.richter / Breck / - / app 1m 42s  498/s / 248/s / 60k/s - . .

89 /'n bianch/ Breck:/= 7 50D 1m41s  493/s/ 245/s / 60k/s o Performance Tip: Large Throughput... Commits values may

91 / x.levin / Breck / 1m 40s  483/s / 240/s / 58k/s o indicate that heavy client load on the database is a performance

96 / 0.nquyen / Breck / - / 1m 39s  471/s / 234/s / 57k/s - bottleneck. Small values may lndxcg\te that some other

97 / s.girard / Breck / - | 1m 39s  471/s / 234/s [ 57k/s - pen‘ormance bottleneck is preventing the database from

94 / c.vitols / Breck / - / app 1m 40s  468/s / 233/s / 57K E processingiclient.requestss




Feature: The Foxhound Menu Page

The Menu page is Foxhound's home page. The DSN tab in Figure 3 lets you pick a target database from a drop-
down list of ODBC DSNs and then click on the Monitor Database button.

Alternatively, the String tab in Figure 4 lets you create a DSN-less connection to a target database.

Figure 3. The DSN Tab on the Foxhound Menu Page

J DSN Tab - Foxhound Menu % .‘\\+

(' i) | localhost/foxhound?t=rroad_process_menu2&sf2=Save&i (& Q Search ﬁ E U ‘ ﬁ

M Foxhound 7 New Menu Foxhound Options Monitor Options About

?

DSN Choose a DSN: Inventoryl7 v | Show all ODBC DSNs
String User Id: I I (optional) ODBC Administrator
Monitor

Password: | | (optional)

[Tinclude system tables

[ Display Schema ] [ Monitor Database ]

Figure 4. The String Tab

| [E] String Tab - Foxhound Menu % "'\+

6' i) | localhost/foxhound?t=rroad_process_menu2&

(& Q Search ﬁ E a3 ﬁ

o

M Foxhound 7 New Menu Foxhound Options Monitor Options About

DSN Choose a connection string: Inventoryl7_XPS -
Strin Enter or edit the connection string... (requires DRIVER if DSN is not used)
MGHIESE Name: [Inventoryl7_XPS

String: [ENG=Inventoryl7_XPS; DBN=Inventoryl7; UID=dba; PWD=sql; DRIVER=SQL Anywhere Native;

[ Clear ] [ Show Examples ] ( Save ] [ Delete ]

Password: | | (optional)

[T 1nclude system tables

[ Display Schema ] [ Monitor Database



http://www.risingroad.com/foxhound-4-0/foxhound4_help/foxhound_menu.html

Feature: The Monitor Page

The Monitor page is automatically refreshed every 10 seconds to show a snapshot of current activity: the most
recent 10 samples plus the most recent details of 10 connections.

Figure 5 shows a busy primary database in a SQL Anywhere 16 High Availability setup. One Alert has been issued:
Alert #14 Unscheduled requests indicates there's a bottleneck in satisfying client requests. The Max Req column

shows that SQL Anywhere's "AutoMultiProgrammingLevel" has been adjusting the maximum number of tasks that
can be active (Max Req is currently 22) but there's a serious backlog (Unsch Req 73).

Figure 5. The Monitor Page For A Busy Database

File Edit View History Bookmarks Tools Help [
M InventoryPrimary - Monito... % Monitor Tab - Foxhound ... % | M InventoryPrimary - Monito... % | +

& localhost/foxhound?t=rroad_mon e Search wB 9O 3% 4 =
? « Back to Menu InventoryPrimary (Connection String) - New Menu Schema History Foxhound Options Monitor Options About - Nov 13 2016 10:03:06AM I
" Display Paused _ Stop Samplﬂgﬂ Start Sampling Monitor Refresh Display (18) Disable Refresh [ Enable Refresh ] [ Reset Peaks ]‘
7 Sampling OK DBSpace Size Used Frags Avail File
? Machine: XPS ? Started At: 9:33:56 AM ? DB 70M 62.5% 1 458G C:\projects\foxhound4\benchmark\HA_inventory16\server2\inventory16.db 7 SPs: YYY ? Sq
? Server: server2 ? Running Time: 29.2m ? Log 1.3G 99.1% 19 458G C:\projects\foxhound4\benchmark\HA_inventory16\server2\inventory16.log ? Purge: After 7 days 2
? Database: inventory16 ? Cache: 78M, 1% of 14G 7 Temp 4.8M 68.6% 14 458G C:\Users\Breck\AppData\Local\Temp\sqla0003.tmp ? Favorable? YYY
? Updatable primary database. Arbiter is connected. Partner is connected, synchronized.
< 7 Response... ? Throughput... ? Parent, 7 Executing, 7 Active Req, 7 Locks Held, 7 Temp Space, ? Cache Panics, ? Checkpoints, 2
Most Recent Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory, Checkpoint Urgency, Int
Sample Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time 2 CPU Uncommitted Satisfaction Recovery Urgency L
10:03:05 AM _ 10.1s 1.55/ - - BV BB 73 51/ - /EEE of 8 1.4m /BT 53 - /- /100.00% - / 2% /IEHGHERR
? Peaks since 10:00:43 AM: 36ms / 3.85 /- _13,306/s / 6,567/s /_1.7M/s 102 /- 17/101/97 22/22/93 _77/-/_15.8m _25.2% of8 _2.2M/ 4k /68 e +1/ 3% /2.019% =
[8,16577] ” Response... ? Throughput... ? Parent, 7 Executing, ? Active Req, 7 Locks Held, 7 Temp Space, ? Cache Panics, ? Checkpoints, 2
Recent Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory, Checkpoint Urgency, Int
Samples Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time 7 CPU Uncommitted Satisfaction Recovery Urgency L

10:03:05 AM 10.1s 12,762/s

Alert #14: Unscheduled requests.

| 14 BV 57 | -/m/n 51/ - /KT EEEEAofs 1.4M B/ 53 -/ -/ 100.00% - /2% /IPHUCER

The number of reuests waiting to be processed h. hed 5 or more for 10 or more recent samples. Email not sent because Alert Emails were

SUB RNV 13,306/s [] 6,567/s | 1.7M/s - | 25.29% SERSRIY 54 -/-/100.00% - /2%
9.9s5 22ms / 1.4s / - EURIAVE] ’ 5,320/s ff 1.4M/s 19,1% of 8 1.3M /| 41 -/-/100.00% -/ 1%/ 1,449%
9.65 PR 11,449/s [] 5,659/s ] 1.5M/s 17/ 17 of 8 1.3M /] 44 - /-/100.00% -/ 1% /1,212%
10.1s  21ms/ 1.8s / - [PEBELIS ’ 5,501/5’ 1.4M/s 17/ 17 1.4M /] -/-/100.00% -/ 1%/ 961%
9.7s IS SRR 10,703/s ff 5,268/s | 1.4M/s 17 /17 18.5% of 8 1.3M /| 43 -/ -/ 100.00% -/ 1% [/ 715%
9.95 25ms / 2s/ -  9,406/s / 4,659/s / 1.2M/s 13/ 13 17.3% of 8 1.4M /| 47 -/ -/ 100.00% -/ -/534%
9.8s 26ms / 1.9s5/ - 8,942/s / 4,395/s / 1.1M/s 13/ 13 17.2% of 8 1.5M /| -/ -/ 100.00% - [ - [ 324%
8.3s 27ms / 2.3s/ - 8,297/s / 4,068/s / 1.1M/s 13/ 13 14.7% of 8 1.3M /| 45 -/ -/100.00% m/ -/ 133%
? Connections 1 to 10 of 102 at 10:03:05 AM... See History for more... 7 Click on a title below to sort it, or click here to sort on AutoDropped, Blocked By, Block Reason, Locked Row Query, Last Stateme
?  show Details ? Throughput... 7 ilocks Held, ? Temp Space, ? Low Memory, ? Time Since
? Time Req, Conns Blocked, 7 Waiting Time, 7 CPU, Rollback Log, Cache Last
? Conn #, User, OS User, IP, Name Connected Commits, Bytes Transaction Time Busy, Wait, Idle Child Conns  Uncommitted Satisfaction Request 7 Current Req Status
489 / h.barbosa / Breck / - / app 2m 14s  131/s / 65/s / 17k/s 1.0-./'1488 1m 35s / 7% / 70% / 23% 2%/ - 12k/-/1 -/ 100% 1.4s Waiting for thread
490 / g.mikhailov / Breck / - / app 2m 14s 132/s / 65/s / 17k/s 1/-/1.4s 1m 35s / 7% / 70% / 23% 2%/ - 12k/-/1 -/ 100% 1.4s Waiting for thread
491 / u.wouters / Breck / - / app 2m 14s 132/s / 65/s / 18k/s 1/-/14s 1m 35s / 7% / 70% / 23% 2% /- 12k/-/1 - / 100% 1.4s Waiting for thread
492 / e.reid / Breck / - / 3 2m 14s 130/s / 64/s / 17k/s 42 A 1m 35s / 7% / 71% / 22% 3%/ - ak /- /- -/ 100% 1.4s Executing
494 / n.simpson / Breck / - / a 2m 14s 131/s / 65/s / 17k/s 1/-/1.4s 1m 35s / 7% / 70% / 23% 2% / - 12k/-/1 - / 100% 1.4s Waiting for thread
496 / x.wang / Breck / - / 3| 2m 14s 128/s / 63/s / 17k/s 1/-/1.4s 1m 35s / 7% / 71% / 22% 2% / - 12k/-/1 -/ 100% 1.4s Waiting for thread
498 / c.ryan / Breck / - / 3] 2m 13s 130/s / 64/s / 17k/s 1/-/1.4s im 34s / 7% / 70% / 23% 3%/ - 8k/-/1 - / 100% 1.4s Waiting for shared resource Jiid
« m | »

The Monitor page is filled with hypertext links, most of them opening new tabs showing historical data:

e The Recent Samples links like 10:03:05 AM open the Sample History page positioned on the selected
sample, and

e the connection links like 489 / h.barbosa / Breck / - / app open the Connection History page for the

selected connection.

Sample History and Connection History pages are described in the next two sections.

Tip: The 10-second refresh cycle of the Monitor page is not related to the 10-second Foxhound sampling interval.
The underlying Foxhound sampling process continues until instructed to stop, whether or not the Monitor page is
displayed at all.
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Feature: The Sample History Page

Figure 6 shows the same server as Figure 5, this time using the Sample History page which

e doesn't get refreshed automatically, but

e does show more data (100 samples and 100 connections at a time),

e does let you jump and scroll through the samples and the connections recorded for one sample, and
e does provide layout control with frames and hide/show buttons.

Figure 6. The Sample History Page For The Same Busy Database

[(Eile Edit View History Bookmarks Tools Help

M InventoryPrimary - Monito... % Monitor Tab - Foxhound .. % = M InventoryPrimary - Monito... % /| H InventoryPrimary - History.. X | =+

localhost/foxhound?t=rr fra c wBe 9 3 A =
? « Back to Menu InventoryPrimary (Connection String) - New Menu Schema Monitor Foxhound Options Monitor Options About - Nov 13 2016 10:22:40AM
TNewest 500 1100 120 +t1sample tMessage Messaged 1 sampl ed 204 100% Oldesty Freeze Frame Heights
AN~ Manl : 1 Unr Camnla Wictars 1 U > Linuend Do Mok Mtk Conbn:
? DBSpace Size Used Frags Avail File 2
? Machine: XPS ? Started At: 9:33:56 AM ? DB 70M 62.5% 1 458G C:\projects\foxhound4\benchmark\HA_inventory16\server2\inventory16.db ? SPs: YYY ? S
? Server: server2 7 Running Time: 29.2m ? Log 1.3G 99.1% 19 458G C:\projects\foxhound4\benchmark\HA_inventory16\server2\inventory16.log ? Purge: After 7 days Pz
? Database: inventory16 ? Cache: 78M, 1% of 14G 7 Temp 4.8M 68.6% 14 458G C:\Users\Breck\AppData\Local\Temp\sqla0003.tmp ? Favorable? YYY
? Updatable primary database. Arbiter was connected. Partner was connected, synchronized.
z 7 Response... ? Throughput... 7 Parent, ? Executing, 7 Active Req, 7 Locks Held, ? Temp Space, ? Cache Panics, ? Checkpoints, i
Top Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory, Checkpoint Urgency, Ir
Sample Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time ? CPU Uncommitted Satisfaction Recovery Urgency
10:03:05AM  10.1s  32ms/ 1.5s/- - /1 /Bl 22/22/73 (si/- EEREAof s 1.av /BDA/S3 - /- /100.00% - /2% /2,019%
(19.6m)
? Peaks since 10:00:43 AM: _198ms / 5.2s / - _15.838/s / 7,857/s / 2M/s 102 /- 24/101/97 29 /29/93 77/ -/ _15.8m _26.3% of 8 2.2M/ 4k / 68 syl +1/.25% /_3.446%
? [8,16577] 7 Response... ? Throughput... ? parent, ? Executing, 7 Active Req, ? Locks Held, ? Temp Space, ? Cache Panics, ? Checkpoints, ?
Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory, Checkpoint Urgency, Ir
I Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time 7 CPU Uncommitted Satisfaction Recovery Urgency

14/1 /B 22/22/73 51/- Mofs 1.4m /E/ 53 -/-/100.00% - /2% /2,019%

10.1s
The number of requests waiting to be processed has reached 5 or more for 10 or more recent samples. Email not sent because Alert Emails were

32ms / 1.55 / -

10.1s 18ms / 1.3s / 7M/s 22 /22 /B8 - /-/100.00% - /2% /1,737%
9.9s 22ms / 1.4s /- 10,801/s / 5,320/s / 1.4M/s 22 /22/61 -/-/100.00% -/ 1% / 1,449%
9.6s 36ms / 1.5s / - 11,449/s / 5,659/s / 1.5M/s -/-/100.00% - /1% /1,212%
10.1s 2ims / 1.8s /- 11,188/s / 5,501/s / 1.4M/s 20. 3% of 8 1.4M /IS / - / 100.00% -/ 1%/ 961%
9.7s 26ms / 1.7s /- 10,703/s / 5,268/s / 1.4M/s 18.5% of 8 1.3M /[EIS / - [ 100.00% -/ 1%/ 715%
9.9s 25ms / 2s / - 9,406/s / 4,659/s / 1.2M/s 17.3% of 8 1.4M /I / - / 100.00% -/ -/ 534%
9.8s 26ms / 1.9s/- 8,942/s / 4,395/s / 1.1M/s 17.2% of 8 1.5M /EIR / - [ 100.00% -/ - [ 324%
. :01:46 AM 8.3s 27ms / 2.3s/ - 8,297/s / 4,068/s / 1.1M/s 14.7% of 8 1.3M /KIS -/ -/ 100.00% BBV -/ 133% A
< . »
? Connections 1 to 100 of 102 at 10:03:05 AM... Next > 7 Click on a title below to sort it, or click here to sort on AutoDropped, Blocked By, Block Reason, Locked Row Query, Last Statement A‘
or Last Plan Text. g
?  Show Details ? Throughput... 7 lLocks Held, ? Temp Space, ? Low Memory, 7 Time Since
? Time Req, Conns Blocked, ? Waiting Time, 7 CPU, Rollback Log, Cache Last
? Conn #, User, OS User, IP, Name Connected Commits, Bytes Transaction Time Busy, Wait, Idle Child Conns  Uncommitted Satisfaction Request 7 Current Reg
489 / h.barbosa / Breck / - / 3 2m 14s 131/s / 65/s / 17k/s 1/-/1.4s 1m 35s / 7% / 70% / 23% 2%/ - 12k/-/1 -/ 100% 1.4s Waiting for ti
490 / g.mikhailov / Breck / - / app 2m 14s 132/s / 65/s / 17k/s 1/-/1.4s 1m 355 / 7% [/ 70% / 23% 2% /- 12k fo=f & -/ 100% 1.4s Waiting for ti
491 / u.wouters / Breck / - / app 2m 14s 132/s / 65/s / 18k/s 1/-/14s 1m 35s / 7% [/ 70% / 23% 2% / - 12k/-/1 -/ 100% 1.4s Waiting for tl
492 / e.reid / Breck / - / app 2m 14s 130/s / 64/s [ 17k/s 1/-/- 1m 355 / 7% / 71% / 22% 3% /- ak /- /- -/ 100% 1.4s Executing ~
« n »

The connection links like 489 / h.barbosa / Breck / - / app open a Connection History page for the selected
connection in a new tab. This "drill down" view is shown in the next section.
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Feature: The Connection History Page

Figure 7 shows yet another view of the busy server in Figures 5 and 6. The Connection History page shows the
history of performance statistics for one single connection over time. A snapshot of the most recent server and
database statistics is included at the top of the page, but the rest of the page is devoted to that one connection.

Figure 7. The Connection History Page

File Edit View History Bookmarks Tools Help | = | B [l
E InventoryPrimary - Monito... X Monitor Tab - Foxhound ... X E InventoryPrimary - Monito... % E InventoryPrimary - History ... % | InventoryPrimary - Connec... % | +
4 h
localhost/foxhound?t=rroad_connection_historysr 61113100050-827 &sf=Pick ¢ || Q Search wB 93 a4 =
? «Back to Menu InventoryPrimary (Connection String) New Menu Schema Monitor History Foxhound Options Monitor Options About - Nov 13 2016 1:07:42PM =
tNewest 500 1100 20 T1lsample TMessage Messaged 1 sampled 0 Oldesty
tMonth Week 1Day 43 Hours 11 Hour Connection History 1 Hour 3 Hour Month Go to: [ |
z 7 Response... » Throughput... ? Parent, ? Executing, 7 Active Req, 7 Locks Held, ? Temp Space, ? Cache Panics, ? Checkpoints, > |
Top Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory, Checkpoint Urgency, Int|
Sample Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time » CPU Uncommitted Satisfaction Recovery Urgency U
10:03:05 AM  10.1s 32ms/ 1.5s/ - 6,311/s - 14/1 /B 22/22/73 51/- /FEKNN EEEEAofe 1.4m /B 53 - /- /100.00% - /2% /2,019%
(3h 4.6m)
7 Conn #, User, OS User, IP, Name ? Login Time ? Connection Id String
489 / h.barbosa / Breck / - / app 10:00:50 AM 8-489-20161113100050-827
? [8,16577] Hide Details 7 Throughput... ? Locks Held, ? Temp Space, ? Low Memory, ? Time Since
? Time Reg, Conns Blocked, ? Waiting Time, ? CPU, Rollback Log, Cache Last 8
Connection Samples Interval Connected Commits, Bytes Transaction Time Busy, Wait, Idle Child Conns Uncommitted Satisfaction Reguest ? Current Req Status
History 10:03:05 AM 10.1s  2m 14s /s / 17k/s 1/-/1.4s 1m 355/ 7% / 70% / 23% 2% / - 12k/-/1 - / 100% 1.4s |
? Last Statement: :
update “inventory” set "item_count” = "item_count"+1 where "item_id" = 100001
? Last Plan Text: Show Less
( update [B]
( Indexscan inventory inventory ) [k
. | Last plan used on this connection | |
History 10:02:55 AM T CRRV Yol Y VT W Yo PE{ ) The number of requests waiting to be processed has reached 5 or more for 10 or more recefrc prES . I TTUT SETTT ause /|
History 10:02:55 AM 10.1s 2m 4.3s  135/s/ 66/s / 18k/s /-]~ 1m 275 / 6% / 69% [/ 25% 2% / - 4k /- /- - / 100% 1.2s ‘
7 Last Plan Text: Show More ( Update [B] ( IndexScan inventory inventory ) )
History 10:02:45AM  9.9s  1m54s  110/s / 54/s / 15k/s 1/-/13s  1m18s/ 6%/ 68%/26% .1% /- 12k/-/1 - / 100% 1.3s ‘
? Last Statement: Show More update "inventory" set "item_count" = "item_count"+1 where "item_id" = 540001 L
? Last Plan Text: Show More ( Update [B] ( IndexScan inventory inventory ) )
History 10:02:35 AM 9.6s  1m44s  116/s/ 57/s / 15k/s 1/-/1.4s 1m10s/ 5%/ 66% / 29%  .2% / - 12k/-/1 - / 100% 1.5s
? Last Statement: Show More update "inventory” set "item_count” = "item_count"+1 where "item_id" = 830001
? Last Plan Text: Show More ( Update [B] ( IndexScan inventory inventory ) )
History 10:02:25 AM 10.1s  1m 35s  113/s / 56/s / 15k/s 1/-/1.8s im .75 / 5% / 64% / 31%  .3% / - 12k/-/1 -/ 100% 1.8s
? Last Statement: Show More update "inventory" set "item_count” = "item_count"+1 where "item_id" = 10001
7 Last Plan Text: Show More ( Update [B] ( IndexScan inventory inventory ) )
History 10:02:15 AM 9.7s 1im 25s 108/s / 53/s / 14k/s = s 51.95 / 4% [ 61% /[ 35% 2%/ - 4k /- /- -/ 100% 1.7s Executing
? Last Plan Text: Show More ( Update [B] ( IndexScan inventory inventory ) )
History 10:02:05 AM 9.9s  1m 15s  94/s / 47/s / 12k/s 1/-/2s 43s / 4% / 57% / 39% A%/ - 12k/-/1 -/ 100% 2s
? Last Statement: Show More update "inventory" set "item_count” = "item_count"+1 where "item_id" = 380001
? Last Plan Text: Show More ( Update [B] ( IndexScan inventory inventory ) )
History 10:01:55 AM  9.8s im 5s  89/s / 44/s [ 12k/s 1/-/1.8s 34.1s / 3% / 52% / 45% 2%/ - 12k/-/1 - / 100% 1.9s ¥
« i »

Alert messages are displayed Connection History even when they have nothing to do with connection being
displayed because it's always important to know what's going on.

Each History link opens a Sample History page in a new tab, positioned to the same sample, in effect returning to
the "big picture" view shown in the previous section.

Tip: The Connection Id String uniquely identifies a connection by connection number and login time so the
Connection History page doesn't mix up different connections with the same connection number. It is also useful
for adhoc queries; that's the only reason it's displayed on the Connection History page, so you can copy and paste
the value into your 1SQL session.
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Feature: Alerts

Figure 8 shows an Alert email for a connection that has violated a strict limit placed on the amount of temporary
space a single connection can use; in this case, 100M for 3 or more samples (about 30 seconds).

The email subject line is a highly condensed summary:

e  What happened? Alert #22 Conn temp file usage
o  Where did it happen? Inventory
e  Where exactly was that? Machine XPS, Server inventoryl6_xps, Database inventoryl16

As well as describing this Alert, the body of the email contains a list of recent alerts for this database and a
snapshot of the Monitor page when this Alert was issued.

Figure 8. An Alert Email

YAHOO! LAl

MAIL

2O

Breck, search your mailbox

4« & > B Achive EIMovev [ Delete € Spamv === More v

Add Gmail, Outlook, Alert #22 Conn temp file usage - "Inventory / XPS / inventory16_xps / inventory16" People
AOL and more

Inbox (2185)

Foxhound Alert <breck.carter@gmail.com=
Drafts To breckcarter@ymail.com

Sent

Foxhound Alert #22 went into effect for database “Inventory / XPS / inventory16_xps / inventoryl16" at 2016-11-13 14:21:45:
Conn temp file usage. At least one single connection has used 100M or more of temporary file space during 3 or more recent samples.

Spam (1) Recent alert history...

Nov 13 2:21 PM: Alert #21: Temp file usage. The total temporary file space used by all connections has been 100M or larger for 3 or more recent samples.

Nov 13 2:21 PM: Alert #22: Conn temp file usage. At least one single connection has used 100M or more of temporary file space during 3 or more recent samples.

Nov 13 2:21 PM: CANCELLED - Alert #21: Temp file usage. The total temporary file space used by all connections has been 100M or larger for 3 or more recent samples.

Archive

Trash (50)

v Smart Views

Important Nov 13 2:21 PM: CANCELLED - Alert #22: Conn temp file usage. At least one single connection has used 100M or more of temporary file space during 3 or more recent samples.

Unread Recent sample history...

Starred DBSpace Size Used Frags Avail File

people Machine: XPS Started At: 1:45:31 PM DB 69M 70.6% 1 452G C:\projects\foxhound_benchmark_inventory_db\inventoryl16.db SPe
Server: inventoryl6_xps Running Time: 36.2m Log 231M 86.7% 1 452G C:\projects\foxhound_benchmark_inventory_db\inventoryl6.log Purge

Sodial Database: inventoryl6 Cache:4.3G,30% 0f 146 Temp 49G 79.0% 28 452G C:\Users\Breck\AppData\Local\Temp\sqla0006.tmp Favorable

Shoppi D, . .

OPPINg Py P Throughp Parent, Executing, Active Reg,  Locks Held, Temp Space,  Cache Panics, Chec
Travel Top Heartbeat, Req, Child Idle, Waiting Max Req,  Conns Blocked, Rollback Log, Low Memory, Checkpoi
Finance Sample Interval Sample, Ping Commits, Bytes ~ Conns  Conns Unsch Req  Waiting Time CPU Uncommitted ~ Satisfaction ~ Recover

2:21:45 PM 10s 1ms/20ms /- 20/s / .1/s / 10k/s 2= ZpEips 2/8/- -/-/1ms 12.4% of 8 3.9G /894M /- -/-/100.00% -/55
Peaks since 1:47:15 PM: 143ms / 702ms / - 619/s / 101/s / 236k/s 130 /- 3/129/2 3/20/- -/-/438s 21.0%o0f8 49G/11G/- -/-/99.59% +1./ 5}
[10,32482] Resp Thr _,' I Parent, Executing, Active Req, Locks Held, Temp Space,  Cache Panics, Chec .

Heartbeat, Req, Child Idle, Waiting MaxReq, Conns Blocked, Rollback Log, Low Memory, Checkpoi .~
Samples [Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req  Waiting Time CPU Uncommitted  Satisfaction  Recover
2:21:45 PM 10s ims/20ms /- 20/s /.1/s / 10k/s 2/- 2=l 2/8/- -/-/1ms 124%of 8 3.9G/894M /- -/-/100.00% =93]
5PM  10.1s ims/24ms/ - 20/s /.1/s / 10k/s 2 2=t 2/8/- mfizif= 117%0of8 4G/918M /- -/-/100.00% - /55
:21:25 PM 10s ims/25ms/ - 24/s / .1/s [ 11k/s 2fs Lyt 1/8/- -/-/1ms = 41G/941IM /- - /- /100.00% -/ 55

Tip: If Google Gmail doesn't display Alert messages properly, try another client like Yahoo Ymail. You can still use
Google's SMTP server to send Foxhound Alert messages, however; it works just fine.
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Table 2 shows the default definitions for all the Alert conditions supported in Foxhound 4. The values shown in
[square braces] can be changed for each target databases, except for [server2] which is determined at runtime.

Table 2. Default Alert Criteria

1 Database unresponsive

Foxhound has been unable to gather samples for [1m] or longer.

2 Long heartbeat

The heartbeat time has been [1s] or longer for [10] or more recent samples.

3 Long sample time

The sample time has been [10s] or longer for [10] or more recent samples.

4 CPU usage

The CPU time has been [90]% or higher for [10] or more recent samples.

5 Database disk space

The free disk space on the drive holding the main database file has fallen
below [1G].

6 Temp disk space

The free disk space on the drive holding the temporary file has fallen below
[1G].

7 Log disk space

The free disk space on the drive holding the transaction log file has fallen
below [1G].

8 Other disk space

The free disk space on one or more drives holding other database files has
fallen below [1G].

9 Arbiter unreachable

The high availability target database has become disconnected from the
arbiter server.

10 Partner unreachable

The high availability target database has become disconnected from the
partner database.

11 ServerName change

The real server name has changed to [server2], possibly because of an HA
failover or OnDemand move.

13 File fragmentation

There are [1,000] or more fragments in the main database file.

14 Unscheduled requests

The number of requests waiting to be processed has reached [5] or more for
[10] or more recent samples.

15 Incomplete 1/Os

The current number of incomplete file reads and/or writes has reached [2] or
more for [10] or more recent samples.

16 1/0 operations

There have been [1,000] or more disk and log I/O operations per second for
[10] or more recent samples.

17 Checkpoint urgency

The Checkpoint Urgency has been [100]% or more for [10] or more recent
samples.

18 Recovery urgency

The Recovery Urgency has been [1,000]% or more for [10] or more recent
samples.

19 Cache size

The cache has reached [100]% of its maximum size for [10] or more recent
samples.

20 Cache satisfaction

The cache satisfaction (hits/reads) has fallen to [90]% or lower for [10] or
more recent samples.

21 Temp file usage

The total temporary file space used by all connections has been [1G] or larger
for [10] or more recent samples.

22 Conn temp file usage

At least one single connection has used [512M] or more of temporary file
space during [10] or more recent samples.
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Table 2. Default Alert Criteria (continued)

23 Blocked connections

The number of blocked connections has reached [10] or more
during [10] or more recent samples.

24 Conn blocking others

At least one single connection has blocked [5] or more other
connections during [10] or more recent samples.

25 Locks

The number of locks has reached [1,000,000] or more during [10]
or more recent samples.

26 Connections

The number of connections has reached [1,000] or more for [10]
or more recent samples.

27 Connection CPU

The approximate CPU time has been [25]% or higher for at least
one connection during [10] or more recent samples.

28 Long transaction

The transaction running time has reached [1m] or more for at
least one connection during [10] or more recent samples.

29 Cache panics

There have been [1] or more cache panics per second for [10] or
more recent samples.

30 Database read-only

The target database has changed from accepting updates to read-
only processing.

31 Database updatable

The target database has changed from read-only processing to
accepting updates.

32 Rollback log usage

The total rollback log space used by all connections has been [1G]
or larger for [10] or more recent samples.

33 Uncommitted operations

The total number of uncommitted operations for all connections
has reached [1,000,000] or more during [10] or more recent
samples.

34 Long uncommitted

The number of uncommitted operations has reached [1,000,000]
or more while the transaction running time has reached [1m] or
more for at least one connection.

35 Separate ping failed

Foxhound has been unable to make a separate ping connection to
the target database for [10] or more recent samples.
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Feature: Schedules

For every target database being monitored by Foxhound, four separate schedules may be created to turn specific
features on and off in 15-minute intervals over a 7-day week:

e start and stop the entire monitor process (as shown in Figure 9 below),

e start and stop the gathering of connection-level statistics for each sample,
e start and stop the sending of Alert emails, and

[ )

start and stop the AutoDrop process that deals with runaway connections.

Figure 9. Sample Schedule

rEiIe Edit View History Bookmarks Tools Help Il:) (SR
@InventoryPrimary-Monito‘.. x U

€ ) (O | localhost/foxhound?t=rroad_monitor_options&isf=Show Criteria8izi=10 c || Q search w8 9 3 A

7 5. Sample Schedule for InventoryPrimary (Connection String) A [Top]

[¥] Enforce the Sample Schedule

Al E : 4 for es P,p for ping ot no L=
MO [ R Y Y Y Yy Y Y Y Y Y Y Yy Yy YY Y Y Yy Yy Y Y Y Y Y YYYYYYYYYYYYYYYYYYYYYYYYYYYYY. oovuunn s [ Clear ][ <Shift ][ Shift> ]I 9to5 ][ 5to9 ]
TUE: [ TR XYY Y Y Y Y Y Y Y Y Y Y Y Y Yy Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y YYYYYYYYYYYYYYYYYYYY . oov v e nnn s @[ Clear ][ <Shift ][ Shift> ][ 9to5 ][ 5to9 ]
Wed: |4 T Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Yy Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y YYYYYYYYYYYYYYYYYY. oo e e nnn s [ Clear ][ <Shift ][ Shift> ][ 9to5 ][ 5to9 ]
min [T Y YYYYYYYY Yy Yy Y YYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY . treenn s [ Al ][ clear || <shift ][ shift> | 9 to5 [ 5too |
e Yy Yy YYYYYYYYYY Y Y Yy Y Yy YYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY . tveent s [ Al ][ clear || <shift ][ shift> | 9 to5 [ 5too |
B | RS Y T Y Y Y Y Y s [ Clear ][ <Shift ][ Shift> H 9to5 ][ 5to9 ]
U | o R 8042088045884 58080080498044580% SRR REEEEL R L LT @[ Clear ][ <Shift ][ Shift> ][ 9to5 ][ 5to9 ]
22 1 2 3 4 5 6 7 & 9 10 11 12 1 2 3 4 5 6 71 8 9 10 12

You must click one of the Save buttons if you want your changes saved.

< 1 | )

New in Foxhound 4: Drop-down list boxes let you switch among different target databases on the Monitor
Options page (shown above) as well as on the Monitor and Sample History pages.
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Usage 1: Runaway CPU Usage

Figure 10 shows a single database connection that is using up all the CPU time (92% of 8 processors). The Parent,
Child Conns column shows there are 3 external database connections and 8 internal child connections, and the
connections frame at the bottom of the page shows that connection 5 is the external connection responsible for
creating all 8 internal connections named "INT: EXCHANGE". The Last Plan Text field shows why: SQL Anywhere's
intra-query parallelism feature is in full force with all 8 processors devoted to performing a "Parallel Index-Only

Scan".

In this case, the details of the "why" may not be as important as the "what": Connection 5 is a runaway. A quick
solution might be to drop connection 5, and Foxhound's AutoDrop feature can be used to automate that solution.
Another solution might be to "turn down the volume" on the intra-query parallelism feature by setting the
MAX_QUERY_TASKS database option to something other than "all processors"; e.g., 4, or even 1 to turn it off
altogether. Other solutions might be to change the query to be less aggressive, or schedule it in off-peak hours.

Figure 10. Runaway Connection

rEiIe Edit View History Bookmarks Tools Help

H Inventory - History - Foxho... % | +

€

localhost/foxhound?t=rroa ﬁ @ Q9 3 @ =

? « Back to Menu Inventory (Connection String) New Menu Monitor Foxhound Options Monitor Options About - Nov 14 2016 10:00:53AM

Schema

MNewest 10( 0 11 sample Messaged 1 sampled 204 100¢ Oldesty Freeze Frame Heights
Month Da 3 Hot 1 Hour Sample History 1Hourd 3 Hoursé Day! Month Go to: |
? Peaks since Nov 13 1 PM: 27.8s / 704ms / 841ms _619/s / 101/s / 236k/s _130/8 10/129/2  3/20/- -/-/_43.8s 99.7% of 8 4.9G/1.1G/- -/ a
? [10,37151] ? Response... ? Throughput... ? Parent, ? Executing, ? Active Req, ? Locks Held, ? Temp Space, 7 C
Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Lo~
Samples Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time ? CPU Uncommitted =
9:58:21 AM  3.7s ims / 161ms / 207ms 55/s / .3/s [ 29k/s 3/A B i:1/A 2/19/ - -/-/195 EPEZEofs 12M/-/- -/
9:58:17 AM P s VAL T RVl The approximate CPU time has been 25% or higher for at least one connection during 10 or more recent samples. E
9:58:17 AM JACIS S T @VRVEETs - The CPU time has been 90% or higher for 10 or more recent samples. Email sent OK.
9:58:17 AM  37.65 |[PRA&EN/ 272ms / 175ms 5.6/s / - / 2.8k/s 3 1/1 2/19/ - -/- /B BBt ioM/-/- -/
9:57:39 AM  10.8s 21ims /[ FINEN 436ms 19/s / .1/s / 9.9k/s 3 1/1 2/10/ - -/-/22s N of 8 1.2M/-/- -/ «
<« [ »
7 11 connections at 9:58:21 AM... ? Click on a title below to sort it, or click here to sort on AutoDropped, Blocked By, Block Reason, Locked Row =
Query, Last Statement or Last Plan Text.
Hide Details ? Throughput... 7 Locks Held, ? Temp Space, ? Low Memory, ?
? Time Req, Conns Blocked, 7 Waiting Time, 7 1CPU, Rollback Log, Cache
? Conn #, User, OS User, IP, Name Connected Commits, Bytes Transaction Time Busy, Wait, Idle Child Conns Uncommitted Satisfaction
5 / k.delacruz / Breck / - / delacruz-adhoc 4m 56s Y S O Sy -/ 47% / 0% / 53% 91.4% /8 528k /- /- -/ 100%
? Last Statement: ¢
()
from "inventory” as "a"
, "inventory" as "b"
? Last Plan Text: Show Less
( Plan |
( singleRowGroupBy
( Exchange [ 8 ]
( singleRowGroupBy
( NestedLoopsJoin
( parallelIndexonlyscan ( inventory a ) inventory** )
5 ( Indexonlyscan ( inventory b ) inventory** )
)
)
D)
)
5 1000000093 / - / - / - / INT: Exchange 2m 19s Y Ml S A i 3.55/97% /2% / 1% 11.7%/ - ot ety A -/ 100%
5 1000000095 / - / - / - / INT: Exchange 2m 19s M S AL e 3.85/97% /2% / 1% 11.6% / - sidosifin -/ 100%
5 1000000096 / - / - / - / INT: Exchange 2m 19s M S A e 3.55/97% /2% / 1% 11.6% / - sidosifin -/ 100%
51000000098 / - / - / - / INT: Exchange 2m 19s M S AL e 3.55/97% /2% / 1% 11.6% / - S Sty A -/ 100%
5 1000000094 / - / - / - / INT: Exchange 2m 19s M S AL e 3.6s/97% /2% / 1% 11.5% / - sidosifin -/ 100%
5 1000000097 / - / - / - / INT: Exchange 2m 19s M il 5.45 /96% /3% / 1% 11.3%/ - sidosifin -/ 100%
5 1000000091 / - / - / - / INT: Exchange 2m 19s M il 3.1s /97% / 2% / 1% 11.0% / - S Sty A -/ 100%
5 1000000092 / - / - / - / INT: Exchange 2m 19s A i il 4.35/96% /3% /1% 11.0% / - o ety A - / 100% b

m = »

|
&

Tip: The CPU percentages are a prime example of Foxhound's value-added calculations where Foxhound displays
child connections together with their parents and adjusts the CPU percentages so they make sense.

14


http://www.risingroad.com/foxhound-4-0/foxhound4_help/foxhound_history.html#history_Parent_Child_Conns
http://www.risingroad.com/foxhound-4-0/foxhound4_help/foxhound_history.html#history_Parent_Child_Conns
http://www.risingroad.com/foxhound-4-0/foxhound4_help/foxhound_history.html#history_Last_Plan_Text

Usage 2: Runaway Memory Usage
Figure 11 shows a SQL Anywhere 16 server that is behaving erratically in the face of a steady load:

e The Interval column diverges from the expected 10-seconds-per-sample rate,
e the Response and Throughput columns fluctuate wildly, and
e CPU usage varies up and down between 5% and 50% even though the workload remains constant.

The Alert #22 reveals the culprit: A single connection that is consuming Temp Space at a great rate, causing great
difficulties for the other 100 connections that are trying to get something done. The other values (CPU usage,
response time, etc) aren't the problem, they're symptoms of runaway Temp Space usage.

Figure 11. Runaway Memory Usage

File Edit View History Bookmarks Tools Help | = i S ||
H Inventory - History - Foxho.. % | +
€ ) (0 | localhost/fox 178usf=Pick ¢ \ Search B8 @ 3 A =
« Back to Menu Inventory (Connection String) v New Menu Schema Monitor Foxhound Options Monitor Options About - Nov 15 2016 10:02:25AM

tNewest 500 +100 11 sample tMessage Messaged 1 sampled 204 Oldesty Freeze Frame Heights

Day 1 Hour Sample History 1 Hourd 3 Hours Month Go to:
3 3 = o
2 DBSpace Size Used Frags Avail File
? Machine: XPS 7 Started At: 9:50:04 AM ? DB 70M 71.3% 16 448G C:\projects\foxhound_benchmark_inventory_db\inventory16.db ? SPs: YYY)|
? Server: inventoryl6_xps 7 Running Time: 10.3m ? Log 378M 98.9% 21 448G C:\projects\foxhound_benchmark_inventory_db\inventory16.log ? Purge: Afte|
? Database: inventory16 ? Cache: 1.7G, 12% of 14G ? Temp 4.3G 98.6% 32 448G C:\Users\Breck\AppData\Local\Temp\sqla0001.tmp ? Favorable? YYY|
2 7 Response... ? Throughput... ? Parent, 7 Executing, 7 Active Req, ? Locks Held, ? Temp Space, ? Cache Panic
Top Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory,|
Sample Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time ? CPU Uncommitted Satisfaction|
10:00:24 AM  1m 21s - 281/s / 124/s / 37k/s - 2/1 /B 13713 /E 55/ - /EDEREA 4.7%ofs /BRI 55 -/ - / 100.00]
(2m .8s)

? Peaks since 9:51:16 AM: _3.4s / 49.7s / - _28,494/s / 14,179/s / 3.7M/s 104 /- 19 /103 /102 35/35/91 76/ -/ 2h4.1m _51.7% of 8 _4.5G/256M /70 - /- /99.999%
? [17,56266] ? Response... ? Throughput... ? parent, 7 Executing, 7 Active Req, ? Locks Held, ? Temp Space, 7 Cache Panic|
Heartbeat, Req, Child Idle, Waiting Max Req, Conns Blocked, Rollback Log, Low Memory,|
Interval Sample, Ping Commits, Bytes Conns Conns Unsch Req Waiting Time » CPU Uncommitted Satisfaction|
im 21s - 281/s [ 124/s / 37k/s 104 [CEEPYEW 101 13/ 13 /] 55/ - /EIEB 4.7% of 8 55 - /-/100.00
54.4s 494ms /| = 718/s [/ 371/s / 96k/s 104 I 1/ 1 /g0H 8/ 8/ 54/ -/ 20.8m 5.6% of 8 3.4G/179M /42 - /- / 100.00
9.4s 17ms / 1.4s / - 12,357/s / 6,159/s / 1.6M/s 104 I 7/ 6 /ER 16/ 16 / 41 41/ -/ 14.7m 36.4% of 8 3.2G/ 170M /44 - /- / 100.00

Pl P RO L R Cl L RTERIEET W At least one single connection has used 500M or more of temporary file space during 10 or more recent samples. Email not sent]
P\ E =T PR CHVEETe /) The total temporary file SEace used by all connections has been 500M or larger for 10 or more recent samples. Email not sent becau;

6.4s  132ms/1.9s/-  3,942/s / 1,557/s / 538k/s - 9/7 26/26/23 58/-/1h18m 15.1% of 8 2.9G/ 156M - / - / 100.00'
- 1/l 26/ 26 / 69 B - / 25m 4.4% of 8  2.5G / 138M -/ - / 100.00'

im 4.8s 268ms /EEREY - 704/s / 345/s / 94k/s [ 16 /i
PNl P 0] Tl [oTe WUEETe M| The total rollback log space used by all connections has been 100M or larger for 3 or more recent samples. Email not sent because¢
104 I lﬂ? 8

8.6s 84ms / 2.6s / - 11,040/s / 5,749/s / 1.5M/s 2 /B8 27 /27 / 48 m/ -/9m19s 34.4% of 8 2.3G/126M /50 -/ -/ 100.00'

11s 1.3s / 898ms / - 2,409/s / 975/s / 324k/s = LWl 84 27 /27 ] 66 58/-/1h9.2m 8.5% of 8 2.2G/ 115M -/ -/ 100.00'
41.4s 72ms [/ 35.8s / - 757/s [ 390/s / 106k/s = 9/ 1/ 26 /27 /63 48 / - / 59.4m 5.4% of 8 1.9G/ 101M -/ -/ 100.00'
46.2s 146ms / 33.6s / - 755/s / 404/s / 102k/s = 8/1 16 / 16 /m 60 / - / 23.8m 5.2% of 8 1.5G/83M /45 - /- /100.00'
13.5s 1s / 1.8s/ - 5,360/s / 2,662/s / 715k/s = 3 26 /26/ 36 50/ -/ 18m 19.3% of 8 1.3G/76M /48 - /- / 100.00'
10s 1ims / 1.1s /- 21,852/s / 10,769/s / 2.8M/s = 3 26 / 26 / 68 50/ -/ 13m 1.1G6/67M /54 -/ -/ 100.00'
2.6s 8ms / 1.2s / - 19,124/s / 8,623/s / 2.5M/s = 4 26 / 26/ 40 56 / - / 41.6m 833M/55M /46 - /- / 100.00'
39.5s 1.1s / 29.4s / - 3,812/s / 2,036/s / 502k/s = 81/ 3 57 m/ -/ 14.9m 567M / 44M / 51 - /- / 100.00
2.9s 25ms / 1.5s / - 12,173/s Jj 3.4M/s - 14/19/71 40  53/-/28.9m 316M / 30M /46 - /- / 100.00' ~
< [0 »
? Connections 1 to 100 of 104 at 10:00:24 AM... Next > ? Click on a title below to sort it, or click here to sort on AutoDropped, Blocked By, Block Reason, Locked Row
Query, Last Statement or Last Plan Text.
Show Details ? Throughput... 7 Locks Held, ? ITemp Space, 7 Low Memory, ? Time
? Time Req, Conns Blocked, ? Waiting Time, 7 CPU, Rollback Log, Cache La
? Conn #, User, OS User, IP, Name Connected Commits, Bytes Transaction Time Busy, Wait, Idle Child Conns  Uncommitted Satisfaction Reqt
2 / h.barbosa / Breck / - / barbosa-adhoc 10.1m 2 ifS -/-/7m3.5s 3m 39s/ 25% / 36% / 39% 3.3% /- 4G / 220M / - - / 100% 7m
104 / DBA / Breck / - / Foxhound-Monitor-4404 9m 10s 2.5/s/ .012/s / 1.9k/s -/-/48.6s 4m 56s / 0% / 53% / 47% i 560k / -/ - -/ 100% 45
1/ DBA / Breck / - / inventory16-1 10.2m o i e = -/ 0%/ 0%/ 100% -/- 232k /- /- - / 100% 10.
11 / x.wang / Breck / - / app 9m 49s 2.5/s / 1.2/s [ .3k/s e 6m 29s / 8% / 66% / 26% e 2k /- - / 100% 48, v

< m »

Tip: The Connections section at the bottom of Figure 11 shows what happens when you click on the "Temp Space"
column title to bring "2 / h.barbosa / Breck / - / barbosa-adhoc" to the top. You can do this with any of the
Connections columns on the Monitor and Sample History pages.
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Usage 3: Large Deployments

SQL Anywhere makes it easy to deploy large numbers of separate database servers on the same and different

computers, each one running multiple databases. Foxhound deals with large deployments in a number of ways:

e The Manage Multiple Monitor Sessions facility lets you define a connection strings file to make it easier to

start and stop Foxhound monitor session for large numbers of target databases.

e The Save and Restore Monitor Options facility lets you manipulate the Monitor Options settings for each

target database, plus a separate set of "Default Settings", in ways that make it easier to deal with large

deployments. In particular, you can edit the Default Settings separately from actual target databases, then

use the Force Default Settings on All Targets button to publish the same set of Monitor Options to all the

actual Foxhound monitor sessions.

e The Monitor tab on the Foxhound Menu page (shown in Figure 12) shows all the Foxhound monitor

sessions at a glance.

Figure 12. The Monitor Tab on the Foxhound Menu Page

rEile Edit View History Bookmarks Tools Help

Menitor Tab - Foxhound .. % ‘\f} ddd018 - Monitor Databas... @ ddd018 - Monitor Options ... »* =+

(=] E [

‘ i) | localhost/foxhound?t=

M Foxhound New Menu Foxhound Options Monitor Options About

road_menudizl =4c2¢

=)

Q

w8 9 3 A

? [ Start All Sampling ] [ Stop All Sampling ] [ Refresh Display (93) ] { Disable Refresh Enable Refresh
DSN Active Heartbeat, Conns, CPU
D Target Database ----- Open Page ----- ---- Monitor ---- Monitor Status Alerts Unsch Req Blocked Time
sting 120 dddooi1 Monitor History Options Start Stop Delete Sampling OK - ims /0 2/0 .9%
. 121 dddoo2 Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 1.0%
Monitor 15> dddoo3 Monitor History Options Start Stop Delete Sampling OK - 13ms / 0 1/0 .9%
123 dddoo4 Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 9%
124 dddoos Monitor History Options Start Stop Delete Sampling OK - 2ms / 0 1/0 1.0%
125 dddooé Monitor History Options Start Stop Delete Sampling OK = ims / 0 1/0 .9%
126 dddoo7 Monitor History Options Start Stop Delete Sampling OK < 2ms / 0 1/0 9%
127 dddoos Monitor History Options Start Stop Delete Sampling OK = 2ms / 0 1/0 1.0%
128 dddoo9 Monitor History Options Start Stop Delete Sampling OK - Oms /0 1/0 .9%
129 dddoi0 Monitor History Options Start Stop Delete Sampling OK s ims /0 1/0 9%
130 dddoi11 Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 9%
131 dddo12 Monitor History Options Start Stop Delete Sampling OK = Ooms / 0 1/0 .9%
132 dddoi3 Monitor History Options Start Stop Delete Sampling OK - ims /0 1/0 .9%
133 dddoi4 Monitor History Options Start Stop Delete Sampling OK - ims /0 1/0 1.0%
134 dddois Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 .9%
135 dddoié Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 9%
136 dddoi7 Monitor History Options Start Stop Delete Sampling OK - ims /0 1/0 .9%
137 dddo18 Monitor History Options Start Cancel Delete -/ - -/ - -
138 dddo19 Monitor History Options Start Stop Delete Sampling OK = ims /1 1/0 1.0%
139 dddo20 Monitor History Options Start Stop Delete Sampling OK 2 ims /0 1/0 9%
140 dddo21 Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 1.0%
141 dddo022 Monitor History Options Start Stop Delete Sampling OK - ims / 0 1/0 .9%
142 dddo23 Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 9%
143 dddo24 Monitor History Options Start Stop Delete Sampling OK = 2ms / 0 1/0 1.0%
144 ddd025 Monitor History Options Start Stop Delete Sampling OK - 2ms / 0 1/0 1.0%
145 dddo026 Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 1.0%
146 ddd027 Monitor History Options Start Stop Delete Sampling OK - ims /0 1/0 1.0%
147 dddo2s Monitor History Options Start Stop Delete Sampling OK = 2ms / 1 1/0 1.0%
148 ddd029 Monitor History Options Start Stop Delete Sampling OK - ims /0 1/0 .9%
149 dddo30 Monitor History Options Start Stop Delete Sampling OK = ims /0 1/0 1.0%

ddd018 (String) - Active Alerts...

1m 195 ago: EACIAESEPENCTEEERV Il C\%-l Foxhound has been unable to gather samples for 10s or longer. Email not sent because Alert Emails were

disabled.
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